
SMPTE RECOMMENDED PRACTICE RP 139-1986 

Tributary Interconnection 

I. General 

1. 1 Scope. This practi ce describes the mechanism for 
the transfer of control messages be tween tribu­
taries used within il general -purpose communica­
tions channel of an interface system which trans­
p OTtS data and digital control signals between 
equipment u til ized in the production , post-pro­
duction. and lor transmissio n o f visual and aura l 
information. 

It is intended that the mechanism described in 
this practice be utili zed when transferring control 
messages between tributaries used as a pan of an 
overall system. The tributaries may be located 
e ither within a local network or on sc: paratc loca l 
ne tworks which arc interco nn ec ted by mea ns o f 
ga tewa ys and an ilHcrconnect ioll bus. 

It is further intended that th is mechanism, when 
used as part of an overa ll system, shall allow the 
interconnec tion of programmable and non· pro· 
grammable equipment as required to configure an 
operational sys tem with defin ed fun ction, and 
will a llow rapid re·configuration o f a system 1O 

provide more than one defin ed fun ction utili zing 
a given gro up of equipment. 

1. 1.1 The message transfer mechanism makes use o ( 
virtual circuits. linkage directories, and sys tem 
service messages (defined below). 

1.1.2 The primary intent of this pract ice is to define 
the mechanism enabling the tra nsfer of meso 
sages between tributaries for the purpose of 
contro lling equipment by ex ternal means. 

1.2 Definiti ons. For the purposes of thi s pract ice the 
following definition s shall apply: 

Virtua l l\lach ine: a logical d evice consistin g: o f a 
single d ev ice o r a combinat ion of dn ices tha t 
respo nd in essence or effec t as a generic type of 
equipment , e.g .. VTR. video switcher. telec ine, 
etc. 

Virtual C ircuit : A transparen t, unidirectional. 
logica l communica tio ns conneClion be tween vir· 
lUal machines. The communications pa th , in rea l· 
ity, passes through other levels and is propaga ted 
over a phys ical medium. 
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2. Int e rconn ection wi th in a Local Ne tworh 

2. 1 i\lessage Transfer . The mechan ism for message 
transfer between tributaries is hased broadly on 
the principles of communicatio ns layering and 
makes use of virtual ci rcuits. T his a llo ws for the 
es tabl ishing or. and brea king clown o f. llIultiple 
links be twecn the tributaries. Sys tem service mes· 
sages perform th is fun ction. 

A ' linkage directory' is es tablished within the bus 
controlle r for each working session . The d irectory 
is considered to be a system scrvice fea lUre and 
p rov ides for the es tabli shment o f multiple \'irtual 
circuits thro ugh the network. 

2.2 Linkage Direc tory. T he linkage direc to ry shall 
estab li sh it relationsh ip between virtual machines, 
i. e., II vinua l circuit. Establi shment of the linkage 
di rectory shall be comple ted as the initial task in 
each working sessiu li . The linbge directory res i· 
d ent within the system se rvice level of the bus 
contro lle r binds message 'sources' and ·destina· 
tions.' 

Linkage informat io n may originate in any appli. 
cat io n level. a nd shall effect directory construction 
within the sys tem service level o f the bus con· 
troller. Linkage messages are rescrved messages 
\\'i thin the sys tem service sub·set o f all message 
di ;liec ts; they establish and disconnect \'irtual 
circu its within the network. 

The bus controller . on receipt of a transmiss ion 
req uest from the supervisory level o f any tribu· 
tary . wi ll id entify the des tina tio n tributary by 
reference to the linkage directory ; acting as an 
intcrmediary it will forward the message as 
directed . 

2.3 :\lultiplexing within Tributaries. Tributaries, in 
general , have a single supervisory level address, 
lind a single physical connec tion end point to the 
bus .. ·\Iternative multip lex ing mechanisms, as de· 
scribed below, enable mu ltiple virtual circui ts to 
pass thro ugh :lIly single connectio n end point. 

2.3. 1 .\ Iultiple. logically independent \·jrtual rna· 
chines, each with a unique supervisory level 
add ress. may he ;Itlached to lhc communica tions 
channel thro uAh a common conneclio n end 
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point. Multiplex ing is then performed by mulL i­
p ic po llill ~ of the address ing c lllilY res iding 
within the supervi sory level (Fig. I). 

(IL Ill "), be noted that any indi vidual tributary 
address ma y achieve a higher priori ty - and 
hence a ll imprnvl'd respc)IIse t ime at the expense 
of tha t o f the remaining tributari es - by iJc:i n .~ 
a lloca ted Iliore thall on e poll within each poll 
sequencc_) 

2.3.2 Alternati\·c ly. a :. ingle :-. upervisnry Inel add ress 
may be llIultiplexed to multiple IOl-{ ica ll y inde­
pcnd cllt virtual machin es. with select ion heing 
performed by a logica l sw itch residing within the 
emity o f the destination tri butary system serv ice 
Je\'e l. (See Fig. 2.) 

' "' 

SYSTEM 

SERVICE 
LEVEL 

The requircd vinual machine is selected from 
those associa ted with the single slI pcrvisory level 
address, by mea ns of a sys tem service 'vinual­
mach ine-select' message. (Sec 3 .. 1 helow.) Th is 
is transm itted from the bus controller under lhe 
d irection of the l inbl;:c direclOry held within 
its sys tem service level, to the desti nation trib­
uta ry system service leve l. immedia tely prior to 
the transmiss io n of any co ntrol message, or se­
q uence of contro l lllessagt:s. destined for that 
specific virtual machine. 

'"' '"' '"< 
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MuhipJc x ing within Super"isory Le"eI 
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The selectcd rOllting will relll;,in in exis tence 
ulltil rece ip t. hy t ll c ~y ,~tem sen 'ire leve l, _of a 
II CW \' inua!·I11:1 c-hinc·sc.:!crt lII essal!,e therehy min­
imizing the mcssage tralli c 0 11 the t:olllllluni r:l­
tions chann e l. 

~.3,2.l The reverse !'Oli te o r each vinu;1i ci rcuit. when 
rcquired. will Ill' st:lcl.led sim ilarl y by the log i­
cd switch res ident within the entity or th e.: 
:-. ysa·m se rvice le\'e l of the lIIultiplexed tr ibu­
tary. This sel ection is pe rformed on receip t of 
a cOll trol or H.'sponse message fr01ll a llY o ne of 
the \'irtual 1l1achines attached to the system 
service level of the tri b uta ry. The ~)'s tem sc rv· 
icc len:! wi ll lilCIi instruct its slI pf'l'\'iso ry Icvel 
to t r,ll1smi t the appropriate ·v in ual-ll1 ;l.chine­
select ' messagc to the supervisory, and hence 
the system sen ' ice, Ien:l of the bus controller. 

2,3.2.2 System se rvice levcl group 'Ass ign' a nd 'De­
ass ign' commands shall be used to assemble ! 
disassemh le groups of virtual ma chines within 
the sys tem se rvice level , from those associated 
with a single supervisory level address, for 
simultan eo us control purposes. 

'"' 

Virtual circuits employing "irtll ," group id en · 
tifi ers shall be recorded as additional entries 
within the bus cont ro ller li nkage table. 

YM' Y"' '"< 
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Mult iplexing within System Sen'icc Le" c l 
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2.3.3 II should be noted lh :l[ ;l hus overhead ex ists ill 
each melhod o f ,' inual ci rcuit mult iplex ing. 
Whe re the Illuh iplcx is to take place wi thin the 
supcn-isory len:1 (2.3. 1). the o\-crhcad will take 
the form of add itiona l po lls ill each cycle. 

Sys tem service lc,'c1 multiplexing (2.3.2) intro· 
duces an add itio na l comrolmcssagc (the vi rtual . 
machine-se lect mcss;lgc) prior to each vi rtual 
machine message. or series o f ,'inual machine 
messages, des tined Cor an alt crmlli vc ,-irtual 
machine. 

The choice of multiplex ing mech'lOism, where 
used , res ts with the sys tem designer ill recogni­
tion of specific design considcr<l ti o ns. 

2.4 Forbidden Configurations. Some ,·inual circuit 
configura tions may be forbidden due to the fun e­
lion o f the p;}nicuiar tributary. i.c., the fun ctions 
of the tributari es are incomp;}tible. Checki ng 
mechanisms should be employed to ensure that 
illegal \'inua l circuits ca nnot be es tab lished. ro.lost 
of the check ing would be performed in the sys tem 
se rvice level according to predefined rules withi n 
the part icular nctwork . Somc rules could be rcad­
ily der ived fro m the type of tribut ary (huilt in) 
while others llIay he im posed by the USCI' or systcm 
des igner. 

3. Sys tem Se rvice Messages 

System service messages :Irc mcssages contained in 
thc system service sub·set of a ll message d ialects 
and sha ll be used to command the performance of 
sys tem functio ns. T hese fu nctions include. but 
are not limited to : 

3. 1 Segmentation and Re-;} ssembly. These processes 
enab le the tra nsfer o f messagcs which exceed the 
maximum supervisory lcvel mcssage block length 
(sec Fig. 3a). The parsing mecha nism for segmen­
tat ion and blocking is describcd by the state dia ­
gm m given in Fig. 4. 

3. 1.1 A data segment shall t;}ke the followi ng form 
(see Fig. 3b): 

1st Byte: Keyword SEGMENT 

2nd Byte : Number o f segmcnts remain­
ing: las t segment is 0 : seg­
ment count shall be sent in 
sequ cntiall y desce ndin g 
order. 

Remain ing Bytcs: Segment data . No funher 
message shall fo llow .1 data 
segmelll message within a 
single supervisory I<:\'e l block. 

3.2 Blocking and De-hlocking. T hese processes enabl e 
the concatenation of messages within a sing le 
supen 'isory lc\'e l message block. 
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3.2. 1 .-\ D<t ta Block sh ;} 11 take the followi ng form (see 
Fig. 3c) : 

Js t Byte: J.i. cy\,·ord BLOCK. 

2nd Bytc : Byte CO Ullt (N). where N is 
th e number of bytcs in the 
block data . 

Ilemain ing Bytcs : Block dat;} . 

3.2.2 T he supervi sory le\'e l sha ll transfer the byte 
count to the sys tem sl'fvicc leve l. 

3.3 [st;l,b li shment o f Vinu;}! Ci rcuits. This process is 
effected through the management of the linkage 
directo ry cont a ined wi thin the bus co ntro ller. 

3.'1 Selection o f a \l inual ;\ Iach inc_ Th is process en­
ab les th e se lect ion o f a \'inll :l l mnchine from those 
pre\'iously <1 ssig ll cd 10 a tributary. 

3.5 Tributary reset. Th is comllla nd r c (ul'llS the tribu-. 
l:lr)' to its pOl\'er-up default stale. 

3.6 Grou p Ass ig n / De-ass ig n. These commands estab­
lish / brea k d own system se rvice level groups of 
"intlal mach ines for jo int co ntro l purposes. 

3.i Vinua l Group Ass ign / Deassign. These commands 
es tabli sh / break dow n superviso ry le"el b>TO UPS o f 
tributaries for joint co ntrol p urposes. 

4. Int erconnection of Local Ne tworks 

4. 1 In terconnec tion Bus. Interconnec tion of individ­
ual loca l networks shall be by means o f an inter­
connection b us (sec Fig. 5). Linking of the loc:l l 
ne twork to the interconnectio n bus shall he by 
means of a GATE\VAY. 

ISO 3309 and 4335 (HDLC), in accordance wi,h 
CCITT Recommendation X.25 - LAPB. sha ll be 
used for the data link layer protocol between the 
ga teway and the imerconncc tio n bus coupler ; the 
phys ica l link laye r shall be as specified in ccrrr 
R ecommendation X.2 1. 

·1.2 Gateway. T he ga tcway is a logica l device whose 
task is to trans fer messages between a loca l net­
work and an ex te rnal interconnectio n bus coup­
ler. The gateway p rovides for the interchange o ( 
messages between multiple loca l ne tworks. 

The ga teway will maintain a linkage directory in 
its sys tem ser vice leveL Th e linkage table will 
a llow the gau.:w:ty to be seen by the bus co ntro ller 
as a se t of 'v irtual ' tributaries linked by virtu:J 1 
circuits. 

Thc gateway will provide for a ll protocol conver­
sio ns required to convert from the interface bus 
supervisory a nd elect rica l/ mecha n ica l level stand­
ards ;15 specified in S~ I I)TE Recollllllendcd Prac­
ti ce 0 11 Super\'i so ry Protocol fo r Digita l Con tro l 
In terface. RP 11 3- 1983, ami American Nationa l 
Sta nda rd for Tele\'is io n - Digita l Control Inter­
fa ce - Electri cal and ;\I cchanicnl Characteri stics, 
.-\ NSI /S ;\ rPTE 20ii\J-198tJ, respectively. to the 
HDLe data link and X.2 1 physica l link layers. 
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The ga teway will pro,-i cle d ecoding o f group ad­
clresscs prov ided for ill the supervisory level 
(SJ\ tPTE RP 11 3- 1983) and will forw;lre! messages 
addresscd (0 thcse groups " vc r the intercon nection 
bus as discre lt.: indi vidual sc lec.: l addrcsses. \Vhere 
more than nI'Il' 'cxterna l' trihulary is addressed by 

a grou p message. the indi,-idual messages to all 
such trihutaries shall be di spatched seq uentia lly 
as illdividual messages from the gatewa y_ Trans­
latio n takes pla c.:c in the sys tem se rvice Ie"cl o f lhe 
g-:lt l: W:ly. The fun c.: rioll :iI srructure or (he ga teway 
is shown in Fig-_ G. 

( 
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" 

.. 
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EJ .. KEYWORD NOT SYSTEM SERVICE MESSAGE: I, . .. BLOCK: ~ SEGMENT 
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E6 .. tUTlAl SEGMENT KEYWORD 

CONOITIONS 
SC .. SEGMENT COUNT .. 0 
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ACTIONS 
Al .. PASS DATA BLOCK TRANSPARENTLY FOR HIGHER LE YEL PARS!NG 
A2" PASS OAT.6. TRANSPARENTlY NO PARSING REQUIRED ON M SG LEVEL 
A3 .. PASS CO NCATENATE D SEGMENTS TRANSPARENTLY 
.U .. STORE INCOMING SEGMENT 

Fig. 4 
Segmentation/Blocking S lllle Diagram 

5. Guidelines 

This section gi\'es a typictl l exa mple of virtual 
machine selectio n when using the multiplex ing 
technique detailed in 2.3.2. It encompasses opera­
tions in both the systcm scn 'icc nnd supervisory 
levels and Lhus includcs feallircs described in 
SMPTE RP 11 3· 1983. 

In 5. 1, the proccdure is dcscribcd in broad out­
line; in 5.2, thc same examplc is dealt wilh in 
more rigorous dctail. 

5. 1 In this broad ouliine, the form of the messages is 
not defincd precisely but is g iven only as nn illus­
tratio n of the function to be performed _ 

(A) Assume that threc control panels arc linked 
to the local network through a single tribu­
tary address and connection cnd point as 
shown in Fig_ 7_ 

During the assignmcnt process, the contro l 
panels CPI , CP2, and CP3 have been associ­
ated with VTR , tcleci ne and still store, rc­
spcc tj\"(' ly, \-i;[ \-irtual circu its ( I), (2) and (3)_ 

(B) Assume furth er that a VTR command has 
just been issued by ep I and a tclec inc PL.-\ Y 
command is now required _ 

liP 139·1986 

(C) The following linkage message must be is· 
sued hr the s)'_~ t e lll sen -icc Ic\"C 1 o r the control 
panel tr ibutary: 

[Virtual .lll :lchine·scJcct] [2J 

This changes th e vinual ma chin e select ion 
fro m virtual machine [I]. (VTR). to virtua l 
machine [2], (telecine)_ 

1\71 " •. 
~evscovPUA 

rtI , vs 
W CO NTAOtUA 

Fig. 5 
Local Network Interconnection 

r- - --

I 
I SYSTEM SEAVICE LEVEL LINKAGE OIAEC TORY 

NOTE: 

TO INTERCONNECTION 
BUS COUPUA 

THE HDLC / X.21 DEFINITION SHALL BE IN 
,ICCORD.·INCE WITH THE CCITT X.25·LAPB 

Fig. 6 
Gateway Functional Structure 
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Example of Virtual Circuit Select :l\fechanism 

(D) The control panel virtual machine then is­
sues the con trol message: 

[PLAY] 

Th is causes the tdecine virtual machine to 
change to the play state. 

Any subsequent messages from the control 
panel to the telecine will be lra nsrerred with· 
out any further linkage messages, e.g., the 
control message [STOP]. 

A [N EXT SLIDE] command (or the still 
store virtua l machine would, however, reo 
quire : 

I. [Virtual-machine-select] [3] and 
2. [NEXT SLIDE] 

in order to re·se lect the virtual machine CPS. 

5.2 In this more rigorous treatment o f the example 
gi,'en in 5. 1, it is assumed that the three contro l 
panel virtual machines, C P I, CP2. and CP3, arc 
linked to the interface bus th rough the single 
tributary address [SOAO /SOAI] a nd connection 
end point. 

5.2. 1 A [ST ART] comma nd from the telecine control 
panel virtua l machine C P2 a ttached [ 0 tributary 
SOAO /SOA I is to be sent by virtual circuit [2J to 
the td eci ne virtual machine connected to tribu­
tary SOA C/SOAD. A possible message exchange 
migh t be: 

(A) Teleci ne con trol panel vinual machine, 
(CP2), passes [START] command to sys tem 
service level of tributary SOAO/ SOA I. 

(B) SOAO/ SOA I system service level instructs 
supervisory level to raise the service reo 
quest nag (SVC). 

(C) The bus controller. as pan of its normal 
poll sequence, polls SOA I ; a nd receives 
[SVC]. 

(D) The bus con troller issues selec t address 
80AO; it then sends [TEN] to 80AO/80A I 
supervisory le \'el. 

(E) SOAO/ SOA I supervisory level sends: 

[STX] [by te count (BC) 1 [virtual-machine­
select] [2] [block check (B.CK) ] 

to the bus controller (see No te I). 

,,-, 

/ 



Pogr 7 of i pnges 

(F) Thc hus con tro llc r rc~pnn(J.. with '. \ CK] 
and a funhn lTE;\l (Sin C(.' ti l<.' b ~t lIl es­
~age was ;1 '\· i nual -Illa chi n e·~cl e(t· lIlessage. 
a funher \'inual machine {fl ll trol Il H.'ssage 
is cx pened by the b us co n troller (sec :'\ole 
1 ). 

(G) The supen 'isory Icyc l o f th e tributary 
RO:\O /ROA I scnds: 

[STX ) [1lC) [ST.IRT) [B.CK ) 

to the hus contro ller (sec i\ote I). 

(1-1) The hus comroll er s)'s tem se rvice level 
identifi es the dest ination of lRO.\O / SOA 1-
virtua l-machine 2} from its linkage di rec­
tory. The address is fou nd to be 80:\C / 
80.'10. 

(I) The b us controller iss ues [BREAK ] fo l· 
lowed by the sc lect address SOAC. 

U) BOAC/SOAD tr ibu wry supervisory Jc"el re­
sponds with [ACK). 

(K) The bus con tro ll er then sends: 

[STX) [1lC] [START) [B.C K) 

to tribUlary SOAC/80A D. 

(L) The superviso ry leve l o f tribut;lry SOAC / 
80AD responds with [AC K] a nd passes th~ 

control message to the sys tem service Ic"el 
parser. 

(;VI ) The sys tem service Icvel parser pilsses the 
{START] command to the telecine vinual 
machine. 

Note I: The messages in (E) and (G) migh t be con­
ca tenated in to the single 'hybrid' command : 

[STX) [BC] [\"inual.mochinc.scICCl) (2) 
[START) [B.CK] 

in order to limit protocol overhead . In this 
case the message contained in (F) would 
not be necessa ry. 

5.2.2 A tall y respo nse [STARTEDJ from the te lecilH: 
"irtu;d machine tri~utary SOAC/ SOA O is to be 
sent to te lecinc control panel "iTlual mach ine 
CP2 a ttached to the interface bus through tr illu­
m )' 80AO / SO .. I I. 

(.\ ) T he teleci ll e virtu ;d ma chine P;l SSCS the 
[STARTED] Lall y 1O the sys tem se rvice 
len .:1 of tributary 80AC /SOAD. 

(B) The system service It!vel instructs the super­
visory le\'e1 o f 80AC/SOA D to raise the 
service request fl ag (SVC). 
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(r:) Th e hus cOnfro ll cr , as pHI of its IlOTmill 
poll ~CCjIIl.' ll(l· . po ll s RO,\]) a lld rece ives 
[SVC]. 

(D) The bll~ <O llt ro ller iss ll es til e se lect il cldrells 
HO. \C. fo IlO\\'ed hy [TE:,\] to the super· 
"illor ), Inc.:! o f ROAC / SUA D. 

(E) Th e hus controller rece i"es th e tilll y: 

[STX] [ IIC] [STARTED] [l1.CK] 

f ro lll 80.-lC / 80AO. 

(F) Th e b u .. ron tro lle r .~ys te lll serv ice leve l de­
tel'lnill t.:s tht.: d es tinatio n (SOAO /80A 1-
\' irtual III ;tchine 2) from its system scrv ice 
!c"d lin kage directory. 

(G) The b us controller issues [BREAK] and the 
selec t address 80AO. 

(1-1 ) 80.\O /BO.-\ I supervi sory level responds with 
[ACK]. 

( I) The bus controller sends: 

[STX] [1IC] [,·irlua l.machinc·sc!cct] [2] 
[B.C K] 

to tributary 80AO/80A I (sec Note 2). 

(j ) The tributary 80:-\0/80A I responds with 
[AC K] , and sets the logica l switch in its 
sys tcm scn 'ice leve l to selec t tcleci ne control 
pa nel \' irtual machine CP2. 

(K) The bus coillroll er sends tall y: 

(L) 

( ~I ) 

[STX] [BC] [STARTED] [B.CK) 

to tri b utary ROAO / SO. \ I supervisory level 
(sec Note 2). 

The supe rviso ry level of tribula ry 80AO / 
80. \ I responds with (AC K] and p;lsses the 
cont ro l mess;lge to the system service le\'e l 
parser . 

T he sys tem sen'icc leve l parser passes 
[STA RTED} t;l ll y to the leleci ne co ntrol 
panel virtu;! 1 llIilchine CP2. 

No tc 2: T he llI ellsagcs in ( I) ami (K) might be CO Il­

ca tena tecl illlo a si ng:1c h ybr id command thus: 

[STX) [BC) [\" inll" I. ,"achin c·seJec t) [2) 
[S'URT EO] [l1.C K) 

ill order to li mit protocol overhead. 

5.2.3 It sho uld he noted tha t ru rt il er commands to the 
same l'i rtua: machine. and which follow immed i­
ately Oil the sequences d e lail ed in 5.2. 1 will omit 
steps (E) and ( F) sin ce no furth er cha nges are 
needed in the \' irtual ma ch ine se lect ion . 

Sim ila rl y, 5.2.2 steps ( I) and (J ) will be o mitted 
under th t.: same ci rcumstances. 


