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P. H. Jarrett 

The ESbus remote control system 
An introduction for prospective users 

The ESbus remote control system for broadcasring production equipment is the fruit 
of several years' joint study by the EBU and the SMPTE. The aim has been to set 
a durable standard able to accommodate the full range of operational control 
requirements in present-day broadcast production systems and incorporating the 
flexibility needed ro cope with future developments. This article introduces the basic 
fearures of the ESbus. and explains the specialized terminology. to assist readers in their 
understanding of the complete specifications. 

1. Background 

Long gone are the days when every it em of 
equipment under the control of an engineer. produ­
cer or tape editor could conveniently be mounted 
in a single control desk. with every push-button. 
knob or lever forming an integral part of its 
associated box of electronic hardware. The min­
iaturization achieved through the substitution of 
electron valves by transistors and then by integrated 
circuits has been outstripped by demands for ever­
larger numbers of channels. greater functional com­
plexity and enhanced ergonomics. 

Gone too are the days when each production area 
was equipped permanently with all the apparatus it 
needed for its particular contribution to pro­
gramme-making. As the equipment has become 
more complex - and hence more costly - and as 
broadcasting organizations have become increasing­
ly aware of the need to function cost-effectively. the 
trend has been to group together in centralized areas 
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the most expensive equipment items and to arrange 
for them to work in time-shared mode for a number 
of different production areas. On a smaller scale. 
separation of the man/ machine interface and the 
signal processing equipment may also be required 
within a small studio. simply to ensure a convenient 
arrangement of units within the space available. 

Separation of control panels and controlled 
equipment implies a need for communications links 
between them. It was evident that the development 
of a universal standard for remote-control equip­
ment would be the best means of preventing the 
introduction of several mutually-incompatible re­
mote-control systems. The SMPTE therefore took 
the initiative in undertaking studies with the aim of 
defining a digital remote-control system that would 
enable equipment from <tifferent manufacturers to 
be interconnected for control purposes . 

Similarly. the EBU had set up its own group with 
the aim of defining a standard which would satisfy 
the remote-control requirements of the EBU Mem-
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bers . .The t BU and SMPTE groups collaborated 
close~ an the result of the initial phase of this 
work, known as the ESbus standard (from 
EBU/SMPTE bus), was published in December 
1984 1as EBU document Tech. 3245 II]. A set of 
SMPTE publications gives functionally equivalent 
specifications 12, 3, 4, 5]. 

Having. established the transparent message­
routing -system, the joint EBU/ SMPTE studies con­
tinued with the creation of standards for the mes­
sages to be carried. Supplement I to document 
Tech. 3245 16] describes the" system service mes­
sages" needed to ensure the COrrect internal 
functioning (housekeeping) of the message routing 
system, and a set of "common messages" which 
will be applicable to all types of production equip­
ment operating under ESbus control. 

A casual glance at the detailed specifications, and 
more particularly the various Supplements, will 
reveal that they use a vocabulary and style of 
presentation related more closely to the user guides 
for computer systems than to the possibly more 
familiar style of documentation on video and audio 
systems. The following sections of this article will 
introduce this specialized vocabulary, and the con­
cepts it describes, to those unfamiliar with the 
language of data processing. 

2. T he pri nciples of ESbus 

Further supplements containing details of .. type­
specific messages" are being prepared and issued as 
dictated by the needs of industry. These are message 
sets devised for the control of individual equipment 
types - VTRs, telecines, mixers, etc. - each of 
which has its own requirements. 

It was decided at an early stage that the standard 
system should make optimum use of modern digital 
technologies and, in view of the large numbers of 
data links likely to be used in a large production 
centre, that the basic hardware connection should 
take the form of a "bus" carried over a low-cost 
4-wire .. balanced" line for full-duplex data trans­
fer. It was also decided that it would be appropriate 
to design the system in accordance with the general 
principles of the standard developed by the Inter-
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The layers of the OSI model and their relationship to the levels of the ESbus system 
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national Organization for Standardization (ISO) 
known as the "Open Systems Interconnection" 

. model (OSI) [7]. The ESbus remote control system 
is therefore divided into logiCal levels along the lines 
of the OSI model, although for reasons of simpli­
city only four logic levels have been employed, 
compared with the seven layers of the full OSI 
model. The electrical/mechanical, supervisory, sys­
tem service and virtual machine levels of the ESbus 
system provide, individually or jointly, all the neces­
sary features of the ISO physical, data link, net­
work, transport, session and presentation layers. 
The correspondence between the ESbus levels and 
OSI layers is shown in Fig. 1. 

The system is based also on the concept of 
distributed intelligence. Each functional unit, 
whether it be "controlling" (such as a remote-con­
trol panel for a telecine) or "controlled" (the 
corresponding telecine) is attached to the system via 
an intelligent interface which itself performs most 
of the "computation" needed by that particular 
device. Such intelligent units ·are known as tribu­
taries. Other computations, and in particular those 
concerned with supervision of communications 
between all the devices connected in a single system, 
are performed by a bus controller. A complete 
functional system, comprising in its minimum con­
figuration two tributaries, one bus controller and 
the interface bus, is known as a local network. 

A fundamental principle of the OSI model, which 
is retained in the ESbus, is that each layer is 
transparent to the layers on either side. Hence the 
communications features must be considered as 
being totally independent of the control language. 
Furthermore, each level in the system has an inde­
pendent language which is relevant - and indeed 
can be interpreted and acted upon - only within 
its intended level. Referring to Fig. 1, which can 
represent equally well the logic structure within a 
controlling tributary or a controlled tributary, the 
virtual machine level (which is effectively a software 
representation of the production equipment item 
connected to it) has a language which cannot be 
interpreted, or modified, during its transmission 
through the lower levels. Likewise, supervisory level 
control characters have no direct influence on any 
virtual machine: they merely form part of the 
" packaging" into which the virtual machine con­
trol messages are inserted. 

Functionally, it is as though controlling and 
controlled virtual machines are interconnected 
directly by wires, in one-to-one correspondence 
(Fig. 2). In fact, the messages pass down through 
the lower levels of the controlling tributary (where 
they will pick up additional data for routing pur­
poses, for example), along the wires of the electri­
cal/mechanical level, and up through the receiving 
tributary where the additional data will be stripped 
off in the lower levels, so leaving the bare data for 
interpretation by the controlled virtual machine. 
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As noted briefly above, the system works in 
full-duplex mode. Before a command sequence 
originated at a control panel is regarded as being 
complete, the relevant command message must be 
delivered to the controlled tributary and this must 
have returned a response message indicating to the 
control panel tributary the action (if any) it has 
taken on receipt of the command. It is important 
to bear in mind also that in the ESbus, a command 
may equally well serve to deliver an instruction or 
to enquire into the status of a controlled tributary. 
Also, the message-handling procedure is identical 
regardless of whether the controlling tributary is 
sending a command to the controlled tributary, or 
the latter is sending a response to the controller. 

3. Supervisory level 

3.1. Supervisory level structure 

Before describing the syntax of the control 
message language, a brief description of the tributa­
ry supervisory level structure is essential. In every 
tributary this must conform in all respects to the 
protocol defined in document Tech. 3245, Chap­
ter 3. 

Every tributary is allocated two principal supervi­
sory level addresses - its POLL address and its 
SELECT address. Tributaries also have a 
" GROUP ALL CALL" address for 
" broadcast" messages and additionally can be 
allocated one or more of 127 GROUP addresses at 
the discretion of the user. 

The supervisory level can adopt anyone of the 
states shown in the diagram in Fig. 3, which indi­
cates the effect of messages on the state of tribu­
taries or of operational equipment. Each state is 
represented by a circle, and the most important of 
these contain a label (IDLE, ACTIVE, etc.). All 
possible transitions between these states are indicat­
ed by arrows, labelled with the event which causes 
the transition. 

Changes of state can occur only on receipt of an 
appropriate supervisory character: these characters 
are single bytes in the range OOh - 7Fh·. They 
identify all communication sequences and also pro­
vide status information as defined. 

• The notation XYh is used here to designate hexadecimal 
values. 
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Figure 3 
Tributary supervisory protocol 

A: message received T: message transmitted 

The IDLE state is entered after "power-on" or 
" reset"; all tributaries must assume this condition 
initially_ 

The ACTIVE state is attained on receipt of a 
unique "BREAK" synchronizing character from 
the bus controller. Only the bus controller can issue 
BREAK, and it has a non-standard length of 
20~r bits which is detected as a sequence of 
between 17 and 22 consecutive bits in the data­
stream in the SPACE condition, followed by a 
subsequent return to the MARK condition. This 
makes it unambiguous and no other character can 
be interpreted as BREAK. Any sequence of more 
than 22 consecutive bits in the SPACE condition is 
interpreted as an error condition. 
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From the ACTIVE state, the supervisory level 
will perform one of the following operations: 

- if it recognizes its own POLL address, it will 
assume a temporary condition in which it re­
sponds by transmitting a status character, and 
then reverts to the ACTIVE state; any other 
POLL address will be ignored; 

- in response to its select address, it will enter the 
SELECT state. This is the major state in which 
it can communicate to and from the bus controll­
er, and from which it can be driven into the 
further state "ASSIGN" which allows it to be 
allocated to one of the 127 "group addresses" 
for joint control purposes; 

- in response to its group-select address, it will enter 
the GROUP SELECT state, in which it can 
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receive further supervisory level characters, but 
cannot respond (except in an error condition). 

In response to any other' SELECT address, the 
tributary will move to the IDLE condition and 
await the next BREAK character before returning 
to the ACTIVE state. 

The maximum permissible block-length in the 
supervisory level is 256 bytes. This is the reason for 
having two special system service level functions 
known as "blocking" and "segmentation" (see 
Section 5). Certain bus controller supervisory level 
services are accessed by system service level com­
mands (Assign Supervisory Level Group for ex­
ample). 

It must be stressed, however, that any system 
service control message which ultimately affects 
features in the bus controller supervisory level must 
be passed initially, and transparently, through the 
supervisory level to the bus controller system service 
level parser. (It is the role of the parser to scrutinize 
the received data stream, split it into its component 
parts and distribute the various message bytes to the 
.appropriate parts of the decoding system for inter­
pretation and execution.) On receipt of such a 
message, this parser will instruct the bus controller 
supervisory level to generate the appropriate super­
visory characters in order to perform the required 
function. 

As noted in Section 2, the supervisory level itself 
cannot decode any control message; it produces, 
and responds to, supervisory level characters only. 

System 
service 

messages 

Control 
messoges 

Common 
messages 

3.2. Time delay 

The time delay through the interface must be 
taken into account when transmitting any message, 
as this can become very significant within a polled 
environment. Polling is a strategy in which the bus 
controller interrogates each tributary in the local 
network in turn to discover whether any of them 
is waiting to be " serviced". The bus controller and 
communication channel will introduce a delay in 
any bit sequence transmitted from the control panel 
to the controlled machine; the absolute delay will 
be dependent on the time that elapses between a 
service request flag being raised by the tributary and 
the next poll request from the bus controller. In the 
case of a single control panel connected to a single 
controlled machine, this delay would be dependent 
solely on the polling frequency, as there would be 
no other network devices which might also be 
requesting service. The system would therefore be 
totally deterministic; messages would be received 
within a time window whose width is determined by 
the bus speed, the polling frequency and the length 
of the particular message. The presence of further 
tributaries connected to the system would delay 
receipt of any specific message; the length of the 
delay would be determined not only by the number 
of additional polling periods, but also by the re­
quirement for service, if any, of each additional 
tributary. System designers must recognize this 
constraint and plan network configurations accord­
ingly. 

Type 
specific 

messages 

User 
defined 

messages 

Defined in document Tech. 3245 

Specified in 
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Supplement 7 

Figure 4 

Supplements 2 
and beyond 

Control message classification 
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4. Control messages 

4.1. General structure 

Control messages are divided into two distinctly 
different sub-sets - system service messages and 
virtual machine messages, as shown in Fig. 4. 

The message structure, in terms of both syntax 
and semantics, is common to both sub-sets, how­
ever, and is described fully in EBU Tech. 3245, 
Chapter 2. 

Every message begins with a KEYWORD which 
describes the function of the message. Each 
keyword exists as a plain-English descriptive word 
or expression and a four-letter mnemonic for 
man/machine interface purposes, and as a two­
character hexadecimal number in a data-stream·. 
The keyword may be followed by qualifying ex­
pressions known as parameters. In effect, the 
keyword dictates what is to be done and the para­
meters contain auxiliary data or specify the manner 
in which the action is to be executed. 

The minimum message length therefore is that of 
a single keyword: the VTR "STOP" command -
41h - is one example. In other cases parameters 
are required. 

Parameters are constructed in the form of infor­
mation fields, which are data strings, comprising: 

a) An INFORMATION FIELD NAME 
- this is a two-character hexadecimal number 

which, when required, is inserted to follow the 

• Document Tech. 3245 uses" keyword" almost exclusively 
to refer to the hexadecimal bytes in the data-stream; the 
plain-language "keyword n is often referred to as a 
" command n. 

. . .. _ ... , .. ---•..... ----"---

hexadecimal keyword within the data stream. 
(In a manner similar to that for the keyword, 
it is also described by a plain-English word or 
expression, and as a four-letter mnemonic for 
man/machine interface purposes.) 

b) A qualifying expression 

- this may contain a value, a logical (YES/NO 
or ON/OFF) function, or an alpha-numeric 
character string. 

Where an information field name is clearly unam­
biguous, it is deemed to be "understood" by the 
virtual machine parser, and is therefore omitted 
from that particular command in order to minimise 
redundant bus traffic. In such cases the relevant 
ESbus Supplement defines the parameter solely as 
the" value" following directly after the keyword. 
In all other cases the information field name is 
included. 

The contents of information fields are held as 
arrays of data within each virtual machine. They 
may be of a form which is fixed for a specific 
virtual machine (e.g. VIRTUAL MACHINE TYPE, 
which identifies the sort of machine attached to the 
tributary) or may be updated by a virtual machine 
as a result of its own action (e.g. TIMECODE). 

Whilst many messages have a fixed number of 
parameters, others can be of variable length. The 
virtual machine parser is able to recognize the end 
of such messages only by the use of either a byte 
count, or by BEGIN and END delimiters; codes Olh 
(begin) and 02h (end) are reserved for this purpose. 
In such cases the information field name must 
preceed the value of each parameter. 

oo"h-------t-------l 
System service 

message 
sub-set 

Network control 
messages 

SYSTEM SERVICE 1Fh ~ J 
EXTENSION KEYWORD --- -------r------

20. Common 1 
message 
sub-set 

COMMON MESSAGE 3Fh -+ 
EXTENSION KEYWORD --.~ 40h ------ -

VTA type-specific I 
message sub-set 

VTR EXTENSION 1 KEYWORD --~ FF21-______ ..L ______ _ 

Virtual machine 
messages 

Figure 5 
Message code map for video tape recorders 
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4.1. Control message coding 

Control message keywords are identified uniquely 
by their hexadecimal codes: A complete message 
code "map" for a network consisting solely of 
VTRs is shown in Fig. 5. 

System service messages can be seen to occupy the 
range OOh to IFh; virtual machine messages having 
common usage follow in the range 20h to 3Fh and 
the VTR type-specific messages are contained in 
codes 40h upwards. In order to accommodate code 
space for possible future developments, codes IFh, 
3Fh and FFh, have been reserved as "extension" 
codes for the system service, common and type­
specific sub-sets respectively. Less-frequently-used 
commands in each sub-set are being allocated to the 
extension sets from the outset, in order to maximise 
the amount of "short" (single byte) code space 
available. 

Extensions to each sub-set are permitted over the 
entire range of available extension set codes: for 
example, the system service extension set resides in 
the range 1 FOOh to 1 FFFh and 1 FFFh is a further 
extension code to the range 1 FFFOOh to 1 FFFFFh, 
and so on. It can be seen therefore that there is no 
theoretical restriction to the code space available for 
each control message sub-set. 

As the system service and common message sub­
sets are applicable to all equipment types, the 
message code map for a "hybrid" network will be 
as shown in Fig. 6. 

This code mapping arrangement explains why the 
system service and common message sub-sets have 
been separated from each virtual machine set and 
are issued as a separate single supplement (Supple­
ment 1) to document Tech. 3245. Type-specific 
message sub-sets are being issued independently. It 
will be appreciated, therefore, that document 

~Oh 

j Sysh:m-service message sub-set 

1Fh 
20h 

! Common message sub-set 

3Fh 

I 
40h 40h 40h 40h 

1"-- !AudIO-.. pe ! MI .... u.· ••• t~~ recorder recorder sub-set 
sub·set sub-set 

FFh FFh FFh FFh 

Figure 6 
Message code map for a typical hybrid network 
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Tech. 3245 plus Supplement 1 and at least one 
further Supplement together provide the essential 
information for the design of a complete network. 

5. System service messages 

System service messages are also denoted by 
KEYWORDS, and are explained in Supplement 1 
to document Tech. 3245. The system service mes­
sage sub-set may be directed either to the bus 
controller or to a tributary. It performs three basic 
functions: 

- Establishment and maintenance of the network 
relationships between tributaries through the man­
agement of entries within the bus controller link­
age directory. The linkage directory is in effect a 
repertory of permitted inter-tributary connections, 
listed as a set of "virtual circuits". It is created 
at the start of each working session and may be 
changed by the human operator to take account, 
for example, of the withdrawal of an item of 
equipment from service for repair. 

- Maximization of the transmission path efficiency 
by "blocking", in which the start and the byte 
count of short virtual machine messages are mark­
ed, thereby allowing them to be concatenated 
within a single transmission (supervisory level) 
block. 

- Dis-assembly and re-assembly of long messages 
which, owing to the maximum message length of 
256 bytes in the supervisory level, have to be 
broken into "segments" of shorter length for 
transmission purposes. 

The linkage message ASSIGN LINKAGE used in 
the first of these functions can be regarded rather 
like a dialled telephone number; it establishes the 
connection between two subscribers (tributaries), 
but has no bearing whatever on the content of the 
subsequent conversation (control message ex­
change). It nevertheless originates from the user of 
the system. 

Similar messages are provided to assign tribu­
taries to supervisory level groups, and virtual ma­
chines to virtual machine groups, for joint control 
purposes, and also to break down linkage assign­
ments established previously. 

Message "blocking" and "segmentation" are 
system service level functions provided by the sys­
tem designer. They are transparent to the virtual 
machine and require no action on its part. On 
receipt, system service messages are executed only 
within the system service level; they will never be 
passed on to the virtual machine by the system 
service level parser (see Fig. 7). In the case of 
linkage messages, the information they contain may 
nevertheless originate from a human operator and 
be passed down through an appropriate virtual 
machine (an assignment station, for example). 
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E1 • Block keyword 
E2 • Last byto of supervisory level message 
E3 .. Keyword not system service message : 

I.e. #- Block: ". Segmont 
E4 II Subsequent segmont keyword 
ES II Last byte or block data 
E6 • Initial segment keyword 

Conditions 

SC .. Segment count .. 0 
Sc a Final segment: segmont count a 0 

Actions 

A 1 • Pass data block transparently for 
higher level parsing 

A2 II Pass data trans~rently. no ~rslng 
required on message level 

A3 .. Pass concatenated segments transparently 
A4 .. Store Incoming segment 

Figure 7 
State diagram for the segmentation and blocking 

processes 

6. Virtual machine messages 

As noted earlier, each type-specific virtual ma­
chine is furnished with a dedicated set of type-speci­
fic control messages. The virtual machine is consid­
ered to be a "state" machine, in that it mimics the 
current state of the item of production apparatus 
to which it is connected. 

Certain virtual machine messages can change its 
state. Some are mutually exclusive (the VTR tape 
motion commands STOP and PLAY for example). 
Other virtual machine messages, termed "com­
mon" messages, have general application and are 
concerned primarily with information transfer; they 
cannot directly change the state of any virtual 
machine. 
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6.1. Common messages 

In all the message sets, the common messages are 
contained in the range 20h - 3Fh. The functions of 
some of them will be described individually. 

6.1.1. In/ormation field data-exchange messages 

As seen in Section 4.1, the information fields 
hold essential operational and status data within the 
virtual machine. These data can be interrogated 
remotely over the network by the use of the com­
mon message keyword READ followed by the 
specific information field name. 

For example: (READ) (VIRTUAL MACHINE 
TYPE) or (READ) (TIMECODE) 

will cause the tributary to respond immed­
iately with the VIRTUAL MACHINE TYPE 
(which remains fixed) or its up-dated 
TIMECODE. 

The CYCLE command demands the periodic 
transfer of the contents of the named information 
field, at the specified time interval. 

For example: (CYCLE) (HOURS) (MINUTES) 
(SECONDS) (FRAMES) (TIMECODE) 

will cause the tributary to send the instanta­
neous value of TIMECODE regularly at a 
time interval specified by HOURS, MIN­
UTES, SECONDS AND FRAMES. 

The UPDATE command requires the transfer of 
the contents of the named information field when­
ever its value changes. 

For example: (UPDATE) (TIMECODE) 

will cause the virtual machine to report the 
new value, at each change of TIMECODE. 

6.1.2. Procedures 

The mechanism employed to define a complex 
function (an edit for example) is the" procedure" . 
A procedure, as may be deduced from its computer 
programming counterpart, is a series of commands 
which are to be performed consecutively in response 
to a call to "execute". 

Such a sequence may be for immediate action, or 
may be used in the deferred mode, by defining the 
action as taking place at a specific timeline event 
(see section 6.1.3), or by giving the procedure a 
name and commanding the execution of the proce­
dure bearing that name at some later time or times. 
The system of procedures takes full advantage of 
the 'c intelligence" resident within each virtual ma­
chine; the degree to which this intelligence is 
exploited is decided by the tributary/network desig­
ner, according to the needs of the particular system. 

295 



A number of messages, defined within the com­
mon message sub-set, permit the establishment, use 
and removal of procedures. 

DEFINE PROCEDURE is followed by a list of 
all the commands requiring sequential execution 
under a single "call". 

A PROCEDURE NAME is given as part of the 
process of defining the procedure, and allows single 
or repeated execution by simple reference to this 
name. Once established, a procedure will reside 
within the virtual machine until a common reset 
CRESET or an individual DELETE PROCEDURE 
message is received. 

A resident procedure is called by the (EXECUTE 
PROCEDURE) (pROCEDURE NAME) command. 

6.1.3. Timeline 

In order to guarantee the coincidence of two or 
more time-dependent operations, some form of time 
reference is needed. 

The timeline is a timing reference source which 
is maintained within each time-sensitive virtual ma-

chine; it enables time relationships between individ­
ual " events" to be specified in advance, each event 
being related to a specific time occurrence on the 
timeline. 

For many purposes the bus controller may be 
considered as the "keeper of the clock", and hence 
as the timeline synchronizing source. Using the 
supervisory level GROUP ALL CALL address, it 
can distribute a common "time-stamp" to all the 
tributaries, which are then maintained in synchro­
nism by means of an external physical feed of clock 
pulses (television field-blanking pulses for example) 
which is supplied to each tributary's timeline gener­
ator. The general arrangement is shown in Fig. 8. 

A typical situation in which the timeline would 
be used to maintain complex relationships between 
time-critical functions is tape editing, where the 
relative timings of the entry and exit points on 
individual tracks will be specified in advance, in 
terms of reference timeline time. 

Common messages are provided to: 

- select the source of the timeline (internal/exter­
nal), 

------------.-----------+-----~r/----------------------------~/~~------~------------------1/ II 
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Timeline generation 
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- cause the timeline to start incrementing from a 
specified time, 

- cause the timeline to stop incrementing. 

6.2. Type-specific messages 

Messages which relate to the functions of specific 
types of virtual machine are called "type-specific 
messages". A separate sub-set - a dialect - is to 
be provided for each virtual machine type and this 
will be found in the command range 40h to FFh 
(see Fig. 6); in common with the system service and 
common message sub-sets, FFh is reserved as an 
" extension" keyword. 

The type-specific message sub-sets are currently 
being compiled by ad-hoc sub-committees represent­
ing manufacturing and user interests, each working 
under the guidance of a non-partisan chairman. 

The commands being specified cover the greatest 
possible range of functions in general use in each 
case. The degree of refinement in the control mes­
sage sub-sets may be gauged from an examination 
of Supplement 2 to document Tech. 3245 giving the 
type-specific messages for VTRs. Account is taken, 
for example, of the fact that there will be differ­
ences in behaviour between an "ideal" VTR and 
a real one (and furthermore that no two real 
machines will function identically). Apart from 
ordinary commands such as track and channel 
selection, tape control (normal speed, shuttle, re­
verse, etc.) and record/play switching, there is 
provision for various methods of synchronizing the 

/ 

machine, for differing tape transport run-up times, 
control of the colour framing (2, 4 or 8-field locking 
to suit NTSC, SECAM, PAL), a variety of tape 
codes (timecodes, tape timers), etc. 

It is recognized, however, that control functions 
are in a continuing state of evolution; in any high 
technology industry new requirements, or further 
enhancements, appear regularly as manufacturers 
seek to obtain a larger share of the market. It is 
essential therefore that provision should be made 
for the implementation of such new features within 
the basic command structure; the USER DEFINED 
message is provided for this purpose. 

On receipt of a USER DEFINED keyword, the 
virtual machine parser will pass the entire message, 
unchanged, to the specific machine which it serves. 
Thus, new features can be implemented by any 
manufacturer within the framework of the remote 
control specification without prior reference to any 
other party. Security of industrial development is 
thus assured. 

If~ at a later date, and in response to market 
forces, the new features become commonly employ­
ed throughout the industry, a specific command or 
commands may then be introduced, by agreement, 
to permit their generalised application. 

7. Local network interconnection 

Remote control networks of the type described 
above are considered primarily to be for localized 
use; within a video-tape editing suite, for example. 

--'" 
External interconnection bus 

" 

Tributary 
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Leaving aside possible organizational constraints on 
the dimensions of individual local networks, it 
should be borne in mind that there is a nominal 
limit of 1200 m on the maximum length of the 
4-wire data transmission line. 

Where control over greater distances is necessary 
the signals on the ESbus local network must be 
transferred to another transmission protocol 
functioning on a separate interconnection bus. This 
is also necessary where the interconnection of local 
networks is required. The interface between each 
local network and the coupler feeding the intercon­
nection bus is called a gateway and is another 
specialised form of tributary. 

The gateway performs all necessary address con­
versions and will route all messages to and from its 
remote host. Its essential features are described in 
Chapter 4 of document Tech. 3245. In essence, the 

. ESbus specification requires connections to the 
"outside world" to conform to ISO Standards 
3309 and 4335 (HOLC) for functions corresponding 
to the OSI link layer (see Fig. 1), together with a 
physical layer connection operating according to 
CCITT Recommendation X.21. Fig. 9 illustrates the 
arrangement schematically. It should be noted that 
whilst the specification defines the link and physical 
layer standards, it does not define any particular 
standard for the external interconnection bus me­
chanism. This is left to the discretion of the system 
designer. 

Where mUltiple external tributaries are to be 
connected to a local network, multiple gateways 
could be provided. However, where message traffic 
permits, multiple external tributaries could also be 
connected by multiplexing several tributary ad­
dresses onto a single gateway supervisory level, and 
polling/selecting each one as if it were a specific 
individual physical connection. 

Assignment 
panel 
trib 'X' 

Trib '0' 

VTR control 
panel 
trib "A" 

Bus 
controller 

ESbuS 

8. Hlustration of ESbus implementation 

It may help to explain the mechanism by which 
control messages are transferred between tribu­
taries, if we consider a local network comprising: 

- a bus controller, 

- an individual network assignment station labelled 
" X" and six other tributaries called, for simpli­
city, "A" to "F". 

The complete network would therefore appear as 
shown in Fig. 10, and we will assume that the VTR 
control panel, located at tributary "A", requires 
linkage to the VTR located at tributary "C" for 
the current working session. 

Fig. 11 traces the detailed control message path 
between the assignment station (X) and the bus 
controller linkage directory . 

It should be noted here that the virtual machine 
identifier (in the range OOh to FFh) must be append­
ed to each tributary address, although (as in the 
case shown) this may be the default condition of 
OOh. 

Fig. 12 illustrates a "snapshot" in the normal 
running condition of the network, tracing the com­
plete mechanism for the transfer of a VTR 
, , START" command from the control panel to the 
VTR. The message is transferred initially from 
tributary "A" to the bus controller and then, 
following the synchronizing "BREAK" character, 
to its ultimate destination at tributary "C". 

Figs. 11 and 12 incorporate all the significant 
ESbus local network features: 

- changes of STATE in the supervisory level of the 
tributaries, 

- supervisory-level control character exchanges, 

Trib"B" 

VTR 
trib'C' 

Trib"F" 

Trib'E' 

Figure 10 
A typical local network 
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Tributary linkage assignment 

- a "poll delay" following the raising of a service 
request (SVC) flag, 

- use of the bus controller linkage directory, 

- use of the BREAK synchronizing character, 

- the relaying of a control message from one tribu-
tary to another by the bus controller. 

For simplicity the blocking and segmentation 
system service mechanisms available to tributaries 
have not been illustrated; however, these processes 
are transparent to the control message content, 
which therefore does not differ from that shown. 

9. Electrical/mechanical interface 

The electrical/mechanical level of the ESbus has 
been designed to ensure reliable low-cost data trans­
mission, even in the presence of strong interfering 
fields such as might occur close to broadcast trans-
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millers. Asynchronous bit-seriallword-serial trans­
mission at 38.4 kbitls is used in a balanced 4-wire 
bus giving full-duplex communication. The techno­
logies used for this are entirely conventional and 
follow closely, with minor changes in sensitivities 
and rise-times, the EIA RS 422 standard. The 
detailed specification is given in Chapter 5 of docu­
ment Tech. 3245. 

10. Experience with ESbus 

Having created a standard, the EBU and SMPTE 
clearly wished to verify that it was satisfactory at 
as early a stage as possible, and in any event before 
the corresponding hardware and software was deliv­
ered to the market-place. For this purpose, the two 
organizations conducted joint tests in Europe 
during June 1985, bringing together equipment 
developed by eight different manufacturers and 
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A typical control signal path 

broadcasting organizations, each according to its 
own interpretation of the specifications. Audio and 
video tape machines, a routing switcher and control 
panels were included. 

The tests successfully demonstrated the validity of 
the specifications and the ability of different items 
of equipment to pass control messages and return 
tallies between controlling and controlled devices. 
The validation procedure included investigation of 
the behaviour of the ESbus when operating under 
the control of bus controllers from different manu­
facturing sources, and tested the performance in 
conditions where data errors were deliberately intro­
duced and over the maximum bus length of 
1200 m. 

A further series of tests conducted in the United 
States during November 1985 proved the validity of 
the type-specific message protocol for VTRs that 
had been approved in the meantime by the EBU and 
SMPTE, and lent further support to the ESbus as 
a working system. 
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It has been gratifying for the specialists who 
drafted the ESbus specificat ions to receive encou­
ragement and support from the broadcast equip­
ment manufacturers, and it is believed that the 
ESbus will establish itself in d ue course as the 
standard in this domain. The EBU has issued a 
general Technical Recommendation (R36-1986) [8] 
to the effect that broadcasting organizations plan­
ning the implementation of remote-control facilities 
should require the equipment to comply with the 
ESbus specification, and has reaffirmed its commit­
ment to the system in Technical Recommendation 
R45-1987 [9] by advocating the inclusion of an 
ESbus connector on all versions of the D-I format 
digital VTR, 

It is evidently important that type-specific mes­
sages for a wider range of equipment should be­
come available with a minimum of delay; the VTR 
messages have already been published, those for 
audio tape machines have been drafted and should 
be published soon, and work is proceeding with 
messages for mixing desks and telecines. 
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